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Abstract

Phase‐change memory (PCM) belongs to the nonvolatile solid‐state memory

techniques. Usually, a chalcogenide is sandwiched between two conductive

electrodes and data are stored by setting each cell to a low‐resistance (crystalline)

or a high‐resistance (amorphous) state. Switching between these states is relatively

fast, which makes phase‐change random access memories (PCRAMs) highly

interesting for nonvolatile memories. Multilevel cells, which can store more than 1

bit per cell, and multilayer high‐density memory arrays have also been reported as

advantages of PCRAM. Writing currents and data retention, on the other hand, still

show potential for optimization. This review gives an overview of the most recent

developments in new material compositions and material‐related optimization of

PCM in comparison with already produced PCM.
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INTRODUCTION

The physical basics of phase change memories (PCMs), that is, the

possibility to change between states of significantly different resistance

upon changing between crystalline and amorphous phases of a phase

change material, were first reported more than 50 years ago [1]. Many

research attempts were reported since, usually based on semiconducting

chalcogenide glasses. Such chalcogenide glasses contain the chemical

elements sulfur, selenium, and tellurium of Group 16, alloyed with Group

15 elements such as arsenic or antimony, or Group 14 elements such as

germanium or tin [2]. The glasses can be doped with rare‐earth elements

and show interesting optical properties, such as a high degree of

nonlinearity and photoinduced effects [2]. For optical storage media

such as rewritable digital versatile disks (DVDs) and Blu‐ray Disc, GeSbTe

systems are used [3,4]. The effect is based on switching a material

between amorphous and crystalline phase by SET and RESET pulses, as

depicted in Figure 1.

Applying chalcogenides as PCMs necessitates sandwiching them

between metal electrodes and measuring the resistance across the

chalcogenide. In these applications, often Ge2Sb2Te5 is used,

whereas nitrogen‐doped Ge2Sb2Te5 as well as pure and Ag‐ or In‐

doped Sb2Te and some other materials are also investigated [6].

Improving PCMs is based on a combination of optimized—often very

small—dimensions and materials. Both parameters influence physical

properties such as crystallization and melting temperature, electric

and thermal conductivity of both phases, speed of crystallization, and

so on, and thus cannot be treated completely independently.

Here we focus on the most recent developments in materials

sciences, taking into account the correlated dimensions of the

systems. The review is structured as follows: Firstly, the alloys

recently suggested for PCMs are described. Next, the latest progress

in developing these chalcogenides further or investigating new alloys

is illustrated. Then, multilevel‐cell memory approaches with more

than 1 bit per cell are described. Subsequently, new ideas to use
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PCMs as part of non‐von Neumann computers are depicted. Finally,

commercial PCMs are depicted from their first announcement

in 2008.

GE2SB2TE5 AS A TYPICAL PCM MATERIAL

Recently, the most often investigated alloy used for PCMs is

Ge2Sb2Te5, with some other structures from these components also

reported in the literature. Figure 2 depicts structures of Ge2Sb2Te5

(Figure 2e) and other possible alloys from these materials [7]. It

should be mentioned that the metastable rock‐salt‐like cubic

structure depicted in Figure 2d–f show ordered vacancies, opposite

to structures used for memory switching with disordered vacancies

[7]. Generally, Ge2Sb2Te5 as the most often used material can be

switched between a stable hexagonal phase (Figure 2b), a metastable

face centered cubic (fcc) phase (similar to Figure 2e), and an

amorphous phase, with varying band gaps and other physical

properties [8]. Data recording is performed by reversibly switching

between amorphous and crystalline phase [8], as firstly mentioned by

Yamada et al. [9] and recently described in more detail [10,11]. GeTe

and Sb2Te3 are both octahedral structures and show similar

electronic properties; therefore, they mix well and Ge2Sb2Te5 can

be understood as a pseudo binary alloy of these two compounds. This

mixture shows a higher thermal stability than each component alone,

which renders it especially interesting for PCM materials [12].

In the typical Ge2Sb2Te5 fcc rock salt structure, Te forms a

perfect octahedral sublattice, whereas Ge, Sb, and vacancies form the

other octahedral sublattice, which is disordered. Generally, all Ge/Sb/

Te alloys used for PCMs have a metastable rock salt structure with

vacancies [13], which transforms into a hexagonal structure upon

heating. In these alloys, strong bonds are formed due to the high

similarity of their valence orbitals and vacancies usually occur near to

the Te atoms, so that the disorder of the Ge/Sb/vacancy sublattice

has a certain structure [13]. Although these basic ideas of the

material are understood, other questions related to its physico-

chemical properties remain open, suggesting more simulations.

Mocanu et al. [14] suggested a machine‐learning‐based interatomic

potential enabling large‐scale simulation of all aggregated states of

Ge2Sb2Te5, combining high speed with high accuracy, so that a model

consisting of 7200 atoms could be used to investigate the medium‐

range structural order as well as chemical bonding of the atoms.

Other research groups concentrated on simulating special processes

in Ge2Sb2Te5, such as the RESET melting process [15], or on

identifying atom chains in the structure [16].

Such Ge2Sb2Te5 chalcogenide films can be produced by physical

vapor deposition (PVD), which enables tailoring their stoichiometry,

whereas atomic layer deposition (ALD) films can be more conformal

[17]. Adinolfi et al. [17] used ALD to produce Ge2Sb2Te5 PCMs with

short write times in the order of 10 ns and a relatively low RESET

current density in the order of 107 A/cm2, similar to recent PVD‐

based PCM devices.

Magnetron sputtering was applied by Lazarenko et al. [18], who

prepared Ge2Sb2Te5 thin films and studied their optical band gap.

They explained the large variety of optical band gap values for

amorphous and crystallized films found in the literature for the

nominally identical material, not only by the different film thickness,

but also on the deposition methods and the annealing temperatures

and durations used for crystallization. They also found significant

differences of transmission and reflection spectra, depending

on the annealing temperature, and showed that these values

fitted well to those gained from different literature data. These

different optical properties can, for example, be directly used in

metal–insulator–metal optical metasurfaces, as shown by Carillo et al.

[19] Changing between different colors is depicted in Figure 3,

together with the measured reflectance and the necessary metasur-

face nanostructures [19]. This behavior is explained by the negative

value of the permittivity's real part of GeTe in the crystalline phase,

that is, a metallic‐like optical behavior with resonant absorption in a

wavelength range defined by the surface nanostructure, whereas the

amorphous phase of GeTe has optical properties similar to a lossy

dielectric, so that resonant absorption cannot occur and a flat

reflectance spectrum can be expected [19].

Behrens et al. [20] used pulsed laser deposition to produce

Ge2Sb2Te5 epitaxial and amorphous films, and induced the phase

transitions by single laser pulses instead of the normally applied

voltage/current pulses. Their experiments revealed different struc-

tural transitions, not only between crystalline and amorphous phase,

F IGURE 1 Operation principle of phase change memories (PCMs), with the structural material phase defining the logical state of a PCM cell.
Typically, the crystalline phase is equal to State 1, whereas the amorphous phase is regarded as State 0. From Lotnyk et al.,[5] originally published
under a CC‐BY license.
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but also between different crystal phases, with the possibility to tailor

the volume ratios of the different phases by the laser flux, that is, to

produce multilevel storage systems, as they will be discussed in

another section in detail.

A comparison of magnetron‐sputtered and thermally deposited

Ge2Sb2Te5 thin films was reported by Kozyukhin [21]. In addition,

they blended the system with different elements, such as bismuth

(Bi), due to its similarity with antimony (Sb) in terms of covalent radii.

The chemical bond Bi‐Te has lower binding energy than Sb‐Te, so

that Bi can be expected to replace Sb atoms and to change the type

of conduction from p‐type to n‐type [22]. Besides, they exchanged

Ge by Sn (tin), which has a larger radius than Ge, whereas the Sn‐Te

bond has a much lower energy than the Ge‐Te bond [23]. These

experiments showed that addition of bismuth increased the

conductivity ratio between the amorphous and the crystalline phase,

which is supportive for the use of this material as PCM, whereas

addition of Sn significantly reduced the crystallization threshold, in

this way enabling rapid crystallization at lower power than in pure

Ge2Sb2Te5 [21].

Other authors reported on different doping atoms. Fang et al. [24]

reported about Ga0.4Ge3.5Sb2.3Te5, which they produced by cosput-

tering Ge3.4Sb2.3Te5 and Ga2Ge3.8Sb2.3Te5 targets. Compared with the

F IGURE 2 Structures for mGeTe•nSb2Te3 phases: (a) stable Ge1Sb2Te4, (b) stable Ge2Sb2Te5, (c) stable Ge1Sb4Te7, (d) metastable
Ge1Sb2Te4, (e) metastable Ge2Sb2Te5, (f) metastable Ge1Sb4Te7, v represents a vacancy layer. Balls show Ge (red), Sb (blue), and Te (green). From
Pan et al. [7], originally published under a CC‐BY license.
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original Ge2Sb2Te5, they found a higher crystallization temperature,

reduced density change after crystallization, smaller grain size, and

lower drift. The electric pulse responsible for the phase change had a

duration of only 6 ns and a power consumption of only 0.16 pJ.

Using gadolinium (Gd) as the dopant, Chen et al. [25] showed a

higher crystalline resistance and improved thermal stability, com-

bined with reduced grain size. The examination of the crystalline

structure revealed that Gd dopants were arbitrarily distributed, with

Gd atoms modifying the local structure around the host atoms, and

the large coordination number of Gd together with the formation of

Gd‐Te distorted pentagonal bipyramids was responsible for the high

thermal stability.

Doping Ge2Sb2Te5 with scandium (Sc), Wang et al. [26] again

found a high writing speed of 6 ns, as compared with ~30 ns in

common Ge2Sb2Te5, in combination with a power consumption of

only 23% as compared with the host material. Besides, the 10‐year

data retention—that is, the maximum temperature allowing to save

data for 10 years—was as high as 119°C. These advantages were

attributed to the smaller grains and thus reduced stress during

crystallization. Their films were magnetron cosputtered from

Ge2Sb2Te5 and Sc targets, and reached a thickness of 15 nm. Doping

Ge2Sb2Te5 with Zn resulted even in a 10‐year data retention of

167.5°C [27].

Wang et al. [28] used magnetron sputtering to produce the

common Ge2Sb2Te5 films and In0.9Ge2Sb2Te5 films, combined with

TiN as the top electrode, to form T‐shaped PCM cells. For

In0.9Ge2Sb2Te5, they found a 10‐year retention of 180°C and 6 ns

set speed, as well as a reduction of the power consumption of 75%,

as compared with the basic In0.9Ge2Sb2Te5.

Privitera et al. [29] chose Ge as “dopant” by producing Ge‐rich

GeSbTe films. The samples were produced by cosputtering

Ge2Sb2Te5 and a pure Ge target, resulting in Ge2Sb2Te5 films with

45 at.% excess Ge and 4 at.% N due to using Ar and N2 as sputtering

gas mixture. The originally amorphous film was crystallized at 400°C,

leading to partial segregation of the excess Ge into Ge grains. They

found high data retention properties, which they attributed to the

long‐range diffusion of Ge atoms, responsible for the high crystalli-

zation temperature of 275°C for Ge‐rich regions and still relatively

high 245°C for a reduced amount of excess Ge. Similarly, Ge‐rich

GeSbTe films were investigated by Kusiak et al. [30] who found a

higher phase change temperature and an enhanced thermal resist-

ance. Cecchi et al. [31] investigated the undesired decomposition of

such Ge‐rich GeSbTe alloys and reported Ge‐rich Ge2Sb2Te5 to be

less susceptible to decomposition than Ge‐rich Sb2Te3. Applying

density functional simulations, El Kheir et al. [32] investigated

decomposition of Ge‐rich GeSbTe alloys and found several possible

decomposition paths without the possibility of regeneration at low

temperatures. The opposite approach was chosen by Boniardi et al.

[33], who produced (Ge2Sb2Te5)/Sb2Te3 superlattices, which needed

<40% of the SET and RESET currents of common Ge2Sb2Te5.

An often used dopant is carbon due to its ability to improve the

thermal stability and cycle endurance of the PCM, as compared with

pure Ge2Sb2Te5. Cheng et al. [34] used transmission electron

microscopy (TEM) to investigate the microstructure of C‐doped

Ge2Sb2Te5 and found that C atoms inside the grains increased the

cationic migration energy barriers, in this way improving the thermal

stability of the metastable FCC phase and suppressing the possible

transition into a hexagonal structure, while C atoms around the grains

suppressed grain growth. Han et al. [35] found bonding of the excess

carbon with Ge and subsequently with Sb in localized regions, which

supported the local structures and suppressed undesired stochastic

changes, overall leading to a significant improvement of the device

stability in the amorphous structure. Li et al. [36] and Song et al. [37]

reported a resistance ratio of more than 100 between RESET and SET

F IGURE 3 Scanning electron microscope (SEM) images of phase‐change optical metasurfaces from GeTe for the colors (a) cyan, (b) magenta,
and (c) yellow. The optical microscope images in the insets show the colors of the GeTe layer in the amorphous (left) and crystalline (right) states,
respectively. (d–f) Measured reflectance spectra for the cyan, magenta, and yellow pixels, respectively. From Carillo et al. [19], originally
published under a CC‐BY license.
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states for C‐doped Ge2Sb2Te5 with a heating bottom electrode

contact with nitride coating, enabling programming times of 200 ns

and 10‐year data retention of 128°C, as well as an endurance of over

109 cycles.

Another highly interesting dopant is nitrogen, which is also able to

increase the crystallization temperature and reduce the resistivity drift

of the RESET state [38]. Luong et al. [38] used nitrogen ion

implantation in Ge2Sb2Te5 and found a maximum temperature shift

of about 50K for 5% nitrogen. Yu et al. [39] investigated especially the

multilevel data storage properties for N‐doped Ge2Sb2Te5 films

and reported about a quasi‐platform of resistance due to the improved

thermal stability. For Ge‐rich GeSbTe alloys, Luong et al. [40] reported

slowing down the phase separation, crystallization, and growth during

annealing, but also improved stability of the amorphous phase.

As these few examples show, Ge2Sb2Te5 offers large potential

for improvement by doping with a broad variety of elements, making

this alloy in spite of its regular use still highly interesting for new

developments. However, there are many other PCM materials that

have been investigated in recent years, often containing Ge, Sb, Te,

or two of these elements, which will be discussed in the next section.

OTHER RECENT PCM MATERIALS

This section is sorted as follows: Starting with alloys containing Te in

combination with Ge and/or Sb, we discuss alloys withTe without Ge

or Sb, followed by Ge and Sb alloys without Te, before finally a few

possible PCM materials without one of these three typical elements

are described.

GeTe alloys

Besides the most often used alloy Ge2Sb2Te5, other alloys of Ge, Sb,

and Te are described in the literature, such as Ge1Sb2Te4. The atomic

arrangement of the latter was investigated by Zhu et al. [41] by TEM.

They found a stable hexagonal structure with a partially ordered Ge/

Sb atomic stacking, different from the fully disordered Ge/Sb

arrangement in the metastable rock‐salt structure, with a transition

between them by opening the van der Waals gap upon Ge/Sb

hopping near vacancies. Structural changes of GeSb2Te4 also affect

the modification of elastic parameters. These changes were studied

by Blachowicz et al. [42] using Brillouin Light Scattering. In the

research, elastic constants were determined for the amorphous, cubic

fcc, and crystalline hexagonal phases.

Wang et al. [43] investigated Sc‐doped GeTe and found very fast

operation speed of 6 ns and low power consumption of 7nJ,

combined with 10‐year data retention of 120°C. The authors

attributed the high data retention—very similar to the aforemen-

tioned Ge2Sb2Te5 doped with Sc [26]—to the high coordination

number of Sc and its strong bonds to the Te atoms in the amorphous

phase, which weakened the neighboring Ge‐Te bonds and thus

reduced the melting energy. They reported that in the crystalline

phase, Sc atoms were found on Ge vacancies so that a homogeneous

rhombohedral phase was formed, as depicted in Figure 4.

Saito et al. [44] used density functional theory simulations to

screen diverse PCM materials such as GeTe, the common Ge2Sb2Te5,

Cu2GeTe3, and other Cu‐Ge‐Te ternary alloys, and found that

Cu2GeTe3 had the smallest density change between amorphous and

crystalline state, which they interpreted as optimum for high‐

endurance PCM applications.

Ab initio simulations and chemical bonding analyses of amor-

phous Ge–Sn–Te materials were used to investigate the drift of the

electrical resistance, which is known to be reducible by replacing Ge

in GeTe partly by Sn [45]. Chen et al. found that optimizing the ratio

of Ge to Sn allowed for combining very low resistance drift with fast

phase transition, as it is necessary in PCM chips. Other authors

reported improvement of the properties of GeTe by oxidation [46] or

doping with Bi [47].

Saito et al. [48] used different sputter targets (GeTe and

Ge45Te55, as well as Sb2Te3, Sb33Te67, Bi2Te3, and Bi30Te70) to

produce PCM films by radiofrequency sputtering on Si(100)

targets at different growth and postannealing temperatures.

Their work concentrated on producing highly oriented chalco-

genide films and superlattices, investigating the necessary target

compositions to reach desired film compositions and optimizing

the growth temperature to produce the desired films, while PCM

properties were not investigated further.

Besides alloys with a 1:1 ratio of Ge:Te, another often used ratio

is 1:3, as mentioned before [46]. Shuang et al. [49] and Shindo et al.

[50] found that N‐doped Cr2Ge2Te6, the alloy suggested theoretically

by Saito et al. [48], showed nearly no difference of the electrical

resistivity of amorphous and crystalline phases, but nevertheless

switching could be measured due to a change of the contact

resistance between phase change material and metal electrode of

three orders of magnitude.

Other researchers produced multilayers with Ge‐Te parts. Li

et al. [51] showed that GaSb/Ge2Te superlattices could be tuned to

multilevel resistance states and very high data retention by

optimizing the layer thickness ratio, whereas Okabe et al. [52]

managed significantly reducing the RESET current in comparison with

the common Ge2Sb2Te5‐based PCM. The latter group investigated

the switching mechanism of interfacial PCM, that is, PCM consisting

of Sb2Te3/GeTe multilayers, more in detail, attributing this RESET

current reduction to voids within the multilayers that move to the

bottom electrode interface and thus reduce the effective contact

area. They suggested improving the layer deposition to receive

reliable switching [52].

Finally, it should be mentioned that systematic changes of the

material properties occur with changing stoichiometry. For different

GeTe allows with GeSe, SnTe, and Sb2Te3, Persch et al. [53] described

the possibility to design crystallization and vitrification kinetics by

tailoring the chemical bonding. In this way, they could modify the

minimum crystallization time by several orders of magnitude and also

the onset temperature for glass formation, depending on the number

of electrons shared and electrons transferred.

APPLIED RESEARCH | 5 of 14



An even broader overview is given in Raty et al. [54] Using

quantum‐topological methods, the authors calculated a two‐

dimensional map of electronic interaction and bonding in a large

range of materials, as depicted in Figure 5 [54]. The Peierls distortion,

marked by gray lines in the green “metavalent bonding” area,

becomes very large in the amorphous phase of PCMs, which results

in a strong difference of electronic and optical properties with

respect to the undistorted cubic phase.

SbTe alloys

In the standard Ge2Sb2Te5 PCM, the Ge is necessary to avoid

recrystallization at relatively low temperatures [55]. Neverthe-

less, there are some alloys containing Sb‐Te that can be used as

PCMs, either by addition of other elements, therefore modifying

the atomic disorder in the rock salt phase, or by reduction of the

system dimensions to the nanoscale. Xu et al. [56] showed by ab

initio simulations and transport experiments that Sb2Te3 with

tailored atomic disorder can have resistance ratios between

amorphous and crystalline states of 7 orders of magnitude,

allowing for measuring 12 different crystalline states with reliably

different resistance

Wang et al. [57] suggested using a monolayer Sb2Te3 instead, to

reach very fast transition times of below 1 ns. They found that the

SET times significantly changed with the substrates/capping layers

between which the monolayer was sandwiched, as depicted in

Figure 6. Although hexagonal boron nitride enabled SET

recrystallization in only 0.12 ns, passivated SiO2 necessitated

0.54 ns for recrystallization and unpassivated SiO2 did not allow

recrystallization of the monolayer at all.

Doping with Ag was suggested by Hwang et al. [58] to increase

the crystallization temperature and reduce the operation energy

due to change in the local structure upon Sb substitution by Ag,

leading to strong Ag‐Te bonds. Doping with yttrium led to

Y3.7Sb40.3Te56.0, which showed three clearly different states, that

is, amorphous, metastable cubic, and stable hexagonal crystalline,

and very low power consumption of 0.6–4.3 pJ combined with

very low resistance drift and more than 106 operation cycles,

making this material interesting for PCM applications [59]. Doping

with erbium to get Er0.17Sb2Te resulted in a fast operation speed

of 6 ns and 10‐year data retention of 121°C, which was attributed

F IGURE 4 Structure models of (a) crystalline and (b) amorphous Sc6.2Ge50Te50, with charge density differences used to study the bonding
strength; (c, d) typical atomic motifs with charge density differences and bond length values extracted from amorphous Sc6.2Ge50Te50 model.
The isosurface value is fixed at +0.008e a0

−3 (a0 = Bohr radius). Reprinted with permission from Wang et al. [43] Copyright 2019 American
Chemical Society.
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to the strong Er‐Te bonds, stabilizing glassy states [60]. Similar

positive effects were found for other doped Sb‐Te alloys, such as

Ta‐doped Sb2Te [61], Al‐doped Sb2Te [62], In3SbTe2 with an

extremely small delay time below 50 ps [63], or Cu0.25Sb3Te [64].

Besides doping Sb‐Te alloys, multilayer Sb2Te3/TiTe3 systems

were found to enable fast crystallization times of 10 ns and up to

2 × 107 operation cycles [65].

Other Te alloys

Besides the aforementioned alloys, there are a few other Te alloys

used for PCM reported in the literature. Rehn et al. [66] suggested

monolayer MoTe2 based on density functional theory calculations.

They showed that in common Ge2Sb2Te5, most of the energy for the

thermally driven phase transition is dissipated as heat, whereas the

transition in a MoTe2 monolayer is driven electrostatically, leading to

a significantly reduced energy consumption as compared with

Ge2Sb2Te5.

Er13Te87 and the Sb‐based alloy Er20Sb80 showed fast writing

speed combined with high data retention, which was again attributed

to strong Er‐Te and Er‐Sb bonds [67], as mentioned before for the

ternary alloy Er0.17Sb2Te [60].

F IGURE 5 Map of electronic interactions and bonding in diverse materials. The symbols define different structure types: tetrahedrally
bonded solids (triangles), distorted and ideal rock salt‐type (octahedrally coordinated; diamonds), body‐centered structures (squares), and close‐
packed metal structures (circles). Filled symbols correspond to thermodynamically stable phases (at 0 K), while open symbols show metastable
phases. For GeTe, SnTe, PbTe, and PbSe, additional structural intermediates have been generated along the Peierls distortion coordinate (gray
lines are guides to the eye). From Raty et al. [54], originally published under a CC‐BY‐NC‐ND license.

F IGURE 6 Influence of substrate/superstrate on the
recrystallization (SET) of the monolayer Sb2Te3. Hexagonal BN,
passivated SiO2, and unpassivated SiO2 are used as the substrate
and/or superstrate, giving rise to different amorphous structures and
relative SET times. Color code: Sb (purple), Te (orange), Si (yellow), O
(red), H (white), B (green), N (blue). From Wang et al. [57], originally
published under a CC‐BY license.
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Sb alloys

Some Sb alloys without Te can also be used as PCM materials. For

Ge8Sb92, Wu et al. [68] showed that with decreasing film thickness,

the typical PCM properties were improved, that is, crystallization

temperature, crystallization energy, and data retention were

increased. Using X‐ray diffraction, this could be attributed to reduced

grain dimensions in thinner films. However, the lower power

consumption was accompanied with lower switching speed in thinner

films.

Doping Ge10Sb90 with Se resulted in increased thermal stability,

higher reliability, and decreased operation current, as compared with

the base material [69]. For more than 15 at% Se, sheet resistance

ratios of more than 106 were found, which is higher than typical

values of Ge2Sb2Te5 films. As a compromise between surface

morphology, roughness, and phase transition properties, doping with

8 at% Se was suggested as optimum for PCM materials. Similarly, Ce‐

doped Zn0.15Sb0.85 was found to show significantly improved thermal

stability and reduction of the RESET current as compared with pure

ZnSb [70]. Besides, superlattice films of Mg35Sb65/Sn15Sb85 were

prepared by magnetron‐sputtering and showed good thermal

stability, low power consumption and a fast phase transition [71].

Another interesting candidate for PCM materials is pure

antimony. Although films of 10 nm thickness showed only phase

change properties at low temperatures of 100 K, reducing the film

thickness to 3 nm enabled a significantly increased retention time at

room temperature; however, the measured retention time of around

30 s is not comparable to those of typical PCMs [72]. In another

approach, the group reported about fast‐enough melt quenching the

material due to highly trapezoidal voltage pulses to produce a

semiconducting state with more than 2.5 orders of magnitude

increased resistance, as compared with the fully crystalline state [73].

Other PCM materials

Besides the aforementioned alloys based on Ge, Sb, and/or Te, a few

other alloys have been reported in the literature as possible

candidates for PCMs. Neumann et al. [74] suggested monolayer

MoS2 [72], similar to the aforementioned monolayer MoTe2 [66].

They found a significantly reduced RESET current in comparison with

thicker PCM cells [74]. In K2Bi8Se13, Islam et al. [75] found a three‐

dimensional (3D) network of ionic and covalent bonds, leading to a

resistance difference by nearly two orders of magnitude and fast

crystallization, making this material promising for future PCM.

MULTILEVEL CELL PCM

An interesting property of PCM is that it can have more than just two

values. Depending on the programming current used for SET and

RESET pulses, some materials allow reaching many intermediate

states [76]. Other material systems enable reaching three or even a

few more states [77], in this way enabling to store more than 1 bit per

cell, as it was also suggested by some research groups dealing with

magnetic quaternary or higher‐order memory [78–80]. The continu-

ous variation of the resistance with varying programming current is

normally applied in non‐von Neumann computers, as described in the

next section, or can support development of quantum computers.

Here we concentrate on systems with few well‐defined resistance

levels.

A 2 bit system was proposed by Xie et al. [81], who tested

different SET operations to gain different resistances, as depicted in

Figure 7. Figure 7a depicts the cumulative percentage of resistance

for the four different states, showing that they are clearly separated

without an overlap. The corresponding ramp‐down current pulses,

chosen among several variations, are shown in Figure 7b. Another

programming scheme, based on reading the cell resistance after each

step‐by‐step increased current pulse, was not further taken into

account, as it needs much longer to reach the same states. The

authors showed that resistance drift did not lead to an overlap of the

states. Their simulations revealed readout times of maximum 65 ns

per state.

Song et al. [82] reported on a 12‐state PCM system based on

carbon‐doped Ge2Sb2Te5. They describe that carbon in the form of

C–C chains and C clusters formed at the Ge2Sb2Te5 grain boundaries,

resulting in a modification of the grain size and increasing Ge/Sb

atomic migration barriers, and thus in an increase of endurance and

drift of the PCM chip. Working with a 128Mb PCM chip, they

showed 12 stable levels over 5 × 108 cycles.

Five stable levels were reached by Jin et al. [83] in GeTe/Sb2Te3

superlattice PCMs by a designed voltage‐based pulse. They showed

that by varying the voltage pulse height and length, different

resistances could be gained with sufficiently low resistance drift.

Interestingly, the so‐called interfacial PCM based on the superlattice

structure necessitated approximately one order of magnitude less

energy than common PCMs.

Xu et al. [84] also worked on a superlattice, in this case on a

Sb7Te3/GeSb6Te multilayer thin film produced by magnetron

sputtering, to reach three different resistance states by applying

different voltage pulses. The authors showed that the switching

speed reached 40 ns, whereas the resistance drift with time was

negligible. In a 2 bit system, that is, based on four different states, the

write speed was below 300 ns and thus much slower, but the authors

showed for 100 cells a robust operation of more than 109 cycles [85].

A more general investigation of the resistance drift over time was

performed by Li et al. [86] Combining theoretical calculations with

experiments, they suggested that the resistance drift was based on

the change of electron binding energy due to structural relaxation,

and that it was antiproportional to the dielectric coefficient of the

material under investigation. This means that the resistance drift

should be reduced by improving the thermal stability of the dielectric

coefficient. Based on this assumption, they could approx. bisect the

resistance drift by tailoring the samples accordingly.

As these examples show, there are different approaches to

produce multilevel PCM cells with varying numbers of levels and
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long‐term stability is reached in many research projects. Going one

step further, a continuum of levels is taken into account instead of a

small number of separate levels, leading to different ideas to used

PCMs for non‐von Neumann computers, as described in the next

section.

PCM FOR NON‐VON NEUMANN
COMPUTERS

PCM devices are usually applied as an alternative for recent

nonvolatile memories. The multilevel approach described in the

last section, however, enables using them also as biologically‐

inspired artificial synapses [87]. The idea behind this approach is

that in neuromorphic (cognitive) computing, an accumulation of

inputs (i.e., “remembering” the history of the current flowing

through it) is used before switching to another state is possible

[88–90], typically combined with “forgetting,” that is, a reduction

of this accumulated input value with time [91–93]. In this way,

data storage and processing can be performed at the same

position, or an artificial integrate‐and‐fire neuron can be

produced, so that both “neurons” and “synapses” could be based

on phase change materials [94,95].

Besides neuromorphic computing, the similar approach of in‐

memory computing is often mentioned [96]. Here again, the

possibility to achieve a broad range of different resistance values is

important. Sebastian et al. [97] differentiate between three levels of

brain‐inspired computing by PCM: first the in‐memory computing,

that is, coexistence of memory and processing; second as co‐

processor with multiple PCM cross‐bar arrays to speed up training of

deep neural networks (DNNs); and third using PCMs as substrates for

spiking neural networks (SNNs).

Many studies were published on the possibility to perform in‐

memory computing by PCM. Giannopoulos et al. [98] showed that

the usually problematic precision of such operations could be

overcome by so‐called projected PCM devices in which

temperature‐dependent variations of the resistance were compen-

sated using a simple model. They produced PCM devices with 8 bit

precision and connected 30 of them to perform image classification

by a neural network. The same group used in‐memory computing for

the fast and robust compressed sensing of sparse signals [99].

Compressed sensing describes approaches to sample and compress

F IGURE 7 (a) Resistance distribution of four states in phase‐change memory (PCM) cells; (b) the corresponding ramp‐down current pulses.
From Xie et al. [81], originally published under a CC‐BY license.
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signals at the same time, which necessitates complex algorithms with

high memory requirements, making it one of the areas where in‐

memory computing is expected to reduce memory and computing

resources. They showed similar accuracy of the chosen compressed

sensing algorithm on their prototype multilevel PCM chip consisting

of more than 256 k PCM devices, as compared with fixed‐point

implementation with matrix and vector elements quantized to 4 bit.

Recently, Khaddam‐Aljameh et al. [100,101] reported about a

256 × 256 in‐memory core based on the 14 nm technology with

multilevel PCM. They combined 256 linearized analog‐digital

converters based on current controlled oscillators with a local digital

processing unit and showed reliable matrix‐vector multiplication over

1 GHz, as well as a high classification accuracy when this in‐memory

computation core was applied for deep learning.

The temperature dependence of such in‐memory computing

devices based on PCMs was discussed by Boybat et al. [102] They

investigated the conductance states for multilevel PCMs in which

synaptic weights for deep learning applications were stored by

characterization of a large number of 10,000 doped Ge2Sb2Te5‐

based PCMs and modeled the temperature dependence of the

conductance states. Interestingly, for different networks such as

convolutional neural networks, recurrent neural networks (RNNs),

and multilayer perceptron with more than 106 PCM weights, they

found that a simple array‐level scaling was sufficient to correct the

temperature‐dependent shift of the conductance and restore the

accuracy of the networks.

DNNs are usually applied for image and speech detection and are

assumed to be helpful for autonomous cars and other future

applications. PCM belong to the possible alternatives to recent von

Neumann‐based computers to speed up processing and reduce the

necessary energy [103]. To avoid the inaccuracies of the analog

weights programmed in PCM devices, networks can fully be trained

on common hardware [104], or the hardware weights can slightly be

optimized after a trained model is transferred onto the chip [105].

Joshi et al. [103] investigated the possibility to inject noise during

training instead. This noise was estimated from a general hardware

characterization, taking into account read and write noise, which led

to an experimental accuracy of nearly 94%.

Nandakumar et al. [106] described a possibility to use PCMs as

non‐von Neumann coprocessors during training of DNNs. In such

systems, a dense crossbar array of PCMs is part of the training, with

the matrix multiplications performed during forward and backward

propagation by Kirchhoff's circuit laws in the crossbar. Programming

pulses are used to modify the resistance of the PCMs, that is, to

update their weights. The problem of imperfect PCM behavior

reducing training accuracy was in this case overcome by a mixed‐

precision architecture, combining a high‐precision digital unit for the

weight updates with PCM crossbar arrays for storing the synaptic

weights in resistance states. In this way, it was possible to reach high

classification accuracy in spite of inaccurate resistance updates.

The conductance drift over time of such systems was investi-

gated by Boybat et al. [107], who used 10,000 PCM devices for their

investigation. The group showed that the drift depended on the

conductance and could be removed by applying a full or partial SET

pulse. In this way, they suggested improving the drift resilience of

PCM systems used for training of DNNs. Kariyappa et al. [108]

suggested combining drift regularization and multiplicative noise

training to improve the noise resiliency of DNNs, based on PCM

weight values. They showed that these techniques could improve the

model accuracy by 12% during 1 month, working with DNNs for

image classification and RNNs for language modeling, respectively.

Combining PCM with dynamic random access memory (DRAM)

chips, Lin and Wang [109] investigated the temperature development

and the necessary temperature management in 3D DRAM‐PCM

memory stacks used for DNNs. They developed a memory manage-

ment which took into account the temperature development, in this

way reducing the power and the peak temperature by more

than 26 K.

Using in‐memory computing PCMs for SNNs belongs to the

latest approaches in the application of PCMs. Although SNNs are

often built from digital parts, making large static random access

memory circuits necessary, in‐memory computing could over-

come this problem by storing the synaptic weights in the

resistance values, enabling parallel real‐time processing [110].

Nandakumar et al. [111] reported about an on‐chip training

investigation based on a prototype chip with more than 106

doped Ge2Sb2Te5 PCM devices based on the 90 nm node. They

used ~180,000 PCMs for supervised training by incremental and

stochastic updates to produce spikes at defined times with a

precision of a few milliseconds [110].

To enable using advances of artificial neural networks (ANNs),

Wozniak et al. [112] suggested combining ANNs and SNNs by a so‐

called spiking neural unit (SNU), which could be used in both

networks. With these SNUs, they received accuracies comparable to

ANNs and showed in‐memory acceleration during training and

inference, based on an in‐memory based SNN for music prediction

with 52,800 PCM devices.

Pedretti et al. [113] used PCMs as stochastic spiking neurons,

where the PCM created noise on which random spikes were based

[111]. This stochastic approach, depicted in Figure 8 [113], is used to

avoid that the system is trapped within a local minimum, a problem

occurring in large Hopfield RNNs solving constraint satisfaction

problems such as Sudoku [114]. It means that from synchronous

spikes, a stochastic stepwise increase of the internal potential results,

leading to a certain randomness of the output spikes. This stochastic

behavior is based on the stochastic properties of the crystallization

process (Figure 8b). Pedretti et al. [113] showed that their spiking

recurrent neural network with stochastic PCM neurons and PCL

synapses was able to solve a Sudoku much faster than even recent

neuromorphic processors.

Nandakumar et al. [115] reported about a statistical model

simulating this cumulative conductance evolution and noise due to

reading as well as the temporal conductance drift, comparing spiking

and nonspiking ANNs. They used again doped Ge2Sb2Te5 to prepare

mushroom‐type PCM devices produced in the 90 nm node, with

3 × 106 devices on the investigated prototype chip. The model could
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be used for the training of ANNs, but was also suggested as a tool to

explore diverse neuromorphic algorithms.

To solve the resistivity drift problem, Demirag et al. [116]

evaluated the drift behavior of PCMs to enable defining long‐

term eligibility traces. Oh et al. [117] measured the resistance

drift and inserted the results into different neural networks,

finding that the resistance drift caused only ~1% of accuracy

degradation, whereas the same group found that inserting the

measured drift parameters during unsupervised online learning

into a SNN for classification of handwritten digits significantly

increased the accuracy [118].

On the material side, other challenges are reported. The

thickness of PCM films, normally up to some hundred nanometers

[119], was significantly reduced to 4 nm by Jiao et al. [120] Using a

thin Sb film, they showed the possibility to perform iterative RESET

and cumulative SET operations in this system, in which resistance

drift and programming noise were low.

In spite of this enormous progress achieved since the first patent

dealing with PCM, only few attempts have been made during the last

years to commercialize PCMs. These PCMs are described in the next

section.

COMMERCIAL PCMS

The first patent suggesting PCM was invented by Ovshinsky [121]

before his groundbreaking paper about the possible use of

semiconductor phase change materials for data storage and filed by

Energy Conversion Devices Inc. Nearly 400 patents cite this one,

including many other patents assigned by Energy Conversion Devices

Inc., but also by Texas Instruments, Ericsson, IBM, Siemens, Bell

Telephone Laboratories Inc. and others, using phase change materials

as switches or for PCM approaches. The first commercial PCMs,

however, were announced much later.

The first prototype was delivered from Intel and STMicroelec-

tronics in 2008, offering 128MB memory based on the 90 nm node

[122]. This PCRAM was a multilevel cell system with four states

[123]. In April 2010, Numonyx and Samsung released their PCRAMs

[124,125].

In 2012, Micron launched a 1 Gb PCM based on the 45 nm node,

but stopped active selling in 2014 [126]. IBM Intel and Micron

launched the Optane™ memory based on the 20 nm node with a data

storage density of 0.62 Gb/mm2, a value which is between commer-

cial NAND products and DRAM products [127]. Although Micron

stopped developing the Optane™ technology further in 2021, Intel

went on supplying the products [128].

Although DVDs are well‐known for a long time now, nonvolatile

memories based on phase change materials still face many challenges,

such as high programming currents, insufficient data retention, and

the necessity of downscaling by incorporating PCMs into smaller and

smaller structures, resulting in size effects [129]. All these problems

have to be overcome for the development of PCM‐based high‐

density nonvolatile memory.

Recently, the growth in the smartphone market is assumed to

accelerate the PCM market growth and areas like automotive and

artificial intelligence are expected to further increase the need for

PCMs [130]. This underlines the importance to perform further

research in this increasing area, enabling better PCMs to be

produced.

CONCLUSION

PCM cells are investigated by many research groups, as they are

promising alternatives for future nonvolatile memory options. Typical

materials are the most often investigated ternary alloy Ge2Sb2Te5, as

well as various binary and ternary alloys, mostly containing Ge, Sb,

and/or Te. Research on the material side concentrates on improving

reliability, long‐term stability, switching speed and switching current/

voltage. On the device side, multilevel cells and implementation in

non‐von Neumann computers belong to the recent research topics.

In spite of the large amount of scientific studies, only few PCM have

entered the market since 2008, showing that this technology is not

fully mature yet and needs more research and especially transfer into

industrialization.
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