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Automatisierte Erkennung von Storstoffen in Bioabfall mit
maschinellem Lernen

Ansitze und Ergebnisse aus dem Projekt TRACES

Marius Sangel 1 Emilia Bensch I Hans Brandt-Pook ®!, Timo Réllke 2 und Cedric
Markworth ®2

Abstract: Die automatisierte Erkennung von Storstoffen in Bioabfall gewinnt zunehmend an Bedeu-
tung, sowohl zur Effizienzsteigerung von Recyclingprozessen und Verbesserung der Kompostqualitét
als auch durch die Novelle der Bioabfallverordnung. Diese Arbeit entwickelt ein Modell zur Instance-
Segmentierung von Storstoffen in einem Miillhaufen, das auf dem YOLACT-Framework basiert, um
einzelne Objekte im Abfall prézise zu identifizieren. Dabei wird das Modell auf Bilddaten trainiert, die
durch eigene Aufnahmen von Bioabfall erstellt wurden. Ziel ist es, die Erkennung von Storstoffen zu
optimieren und einen Beitrag zur Erfiillung der neuen gesetzlichen Anforderungen zu leisten. Durch
den Einsatz von Data Augmentation wird das Modell robust gegeniiber variierenden Abfallarten, was
die Flexibilitdt und Genauigkeit bei der Klassifikation von Storstoffen im Bioabfall verbessert. Die
Ergebnisse zeigen, dass die Anwendung von Instance-Segmentierung eine vielversprechende Methode
zur Automatisierung und Verbesserung der Evaluierung des Kontaminierungsgrades sorgt.

Keywords: Machine Learning, Computer Vision, Instance Segmentation, CNNs, YOLACT, Data
Augmentation, Waste Classification, Trash Detection, Biowaste Analysis

1 Einleitung

Verunreinigungen im Biomiill stellen ein zentrales Problem fiir die biologische Wei-
terverarbeitung dar. Storstoffe wie Plastik, Glas usw. filhren zu Mehraufwand, Kosten
und Qualititseinbuflen in Kompostierungsanlagen. Die novellierte Bioabfallverordnung
(BioAbfV) schreibt seit 2022 einen maximalen Storstoffanteil vor [Bu25], was automa-
tisierte Verfahren zur frithzeitigen Erkennung notwendig macht. Moderne Verfahren der
Bildverarbeitung und KI-gestiitzten Segmentierung bieten vielversprechende Ansétze zur
Detektion solcher Storstoffe. Besonders effizient sind Modelle wie YOLACT (You Only
Look At CoeflicienTs) zur Instanz-Segmentierung [BZ+19] im Vergleich zu klassischen,
aber langsameren Ansitzen wie dem Mask R-CNN (Region-Based Convolutional Neural
Network)[HZ+16].
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Nach der Darstellung der Problemstellung verfolgt dieser Beitrag den Aufbau einer auto-
matisierten Pipeline zur Storstofferkennung: von den Bildaufnahmen iiber cloud-basierte
Datenspeicherung bis hin zur annotierten Datenverarbeitung und Segmentierung mit YO-
LACT. Schlieflich werden erste Ergebnisse vorgestellt und ein Ausblick gegeben. Ziel des
Vorhabens ist eine robuste, effiziente und praxistaugliche Losung zur Analyse der Reinheit
von Biomiill.

2 Problemstellung

Die Nutzung von Bildanalyseverfahren mit Kiinstlicher Intelligenz zur Bewertung des
Anteils von Storstoffen in Biomiill befindet sich an der Schnittstelle der schnell wachsenden
Forschungsfelder KI-gestiitzte Bilderkennung und Abfallmanagement. Maschinelles Lernen,
insbesondere tiefe neuronale Netze, konnen effektiv in der Analyse und Klassifizierung von
Bildmaterialien eingesetzt werden, um verschiedene Materialien und Storstoffe zu identifizie-
ren [AM22; NA23]. Technische Aspekte wie Genauigkeit, Lernfahigkeit und Anpassbarkeit
von KI-Modellen sind dabei zentral. Die Fihigkeit, komplexe Muster in Bildern zu erkennen,
verbessert sich kontinuierlich, wobei Herausforderungen in der Beschaffung ausreichend
annotierter Trainingsdaten und der Ubertragbarkeit auf unterschiedliche Kontexte existieren.

Die Detektion von Storstoffen ist entlang der gesamten Prozesskette relevant. Sowohl
die Identifikation in der hiuslichen Biomiilltonne als auch im Miillfahrzeug, beispiels-
weise durch das System c-detect der c-trace GmbH, bilden die Basis fiir Ma3nahmen,
die zu einer Reduktion von Verunreinigungen im Biomiill durch die Biirgerinnen und
Biirger beitragen. Im weiteren Verlauf des Prozesses wird der Biomiill von den Miill-
fahrzeugen in ein Kompostwerk geliefert. Das diesem Beitrag zugrunde liegende Pro-
jekt TRACES (https://www.hsbi.de/wirtschaft/forschung/arbeitsgruppe-angewandte-ki/
projekte/traces-trash-recognition-and-ai-controlled-evaluation-of- waste-surfaces, Aufger.
26.05.2025) bewegt sich in dieser Prozessphase und befasst sich mit der Abschitzung von
Storstoffen im Biomiill in einem Kompostwerk. Projektpartnerinnen sind die Hochschule
Bielefeld mit dem Fokus auf Datenvorbereitung und Modellierung und die c-trace GmbH
mit dem Fokus auf die Implementierung der Hardware. Ablauf und designierte Ergebnisse
des Projekts TRACES sind jedoch eng mit Partnerinnen und Partnern der Smart Recy-
cling Factory (https://smart-recycling-factory.com/, Aufger. 26.05.2025), einem groflen
regionalen Innovationsprojekt zur Entwicklung von Recycling und Kreislaufwirtschaft
abgestimmt.

Hinsichtlich der Prozessintegration bei der Anlieferung und Bewertung des Biomiills im
Kompostwerk spielt die Entwicklung von Echtzeitanalyse-Systemen eine entscheidende Rol-
le. Denn diese Systeme miissen in bestehende Abfallsortierungs- und -verarbeitungsprozesse
integrierbar sein, wobei Studien demonstrieren, dass Automatisierungslosungen das Poten-
zial haben, Effizienz und Prézision zu steigern [SCH22].
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Die BioAbfV sieht verpflichtend eine Sichtkontrolle des beim Abfallentsorgungsunterneh-
men angelieferten Biomiills vor, um zu entscheiden, ob der darin enthaltene Fremdstoffanteil
die Mengenschwelle erreicht, dass er komplett an den Entsorger zuriickgewiesen werden
kann und/oder zunéchst vorzubehandeln ist. Die Vorbehandlung wird durchgefiihrt, indem
zunéchst eine Fremdstoffentfernung stattfindet, um den Biomiill dann einer erneuten Beur-
teilung zuzufiihren. Diese Anforderung soll durch die Ergebnisse des TRACES-Projekts
systematisch unterstiitzt werden.

3 Losungsansitze und Herausforderungen

3.1 Bildaufnahmen

Fiir die Trainingsdaten sollen in einer Kompostierungsanlage regelmiflig Bilder des angelie-
ferten Biomiills aufgenommen werden, um diesen zu bewerten. Das Ziel der Bildaufnahme
ist die Darstellung eines 10m X 7m grofien Bereichs, bei dem zu erkennende Objekte
in mindestens 10px X 10px (px - Pixel) dargestellt sein sollen. Fiir den Versuchsauf-
bau wurde eine SMP-Kamera mit integriertem Rechner und KI-Beschleunigung gewihlt.
Dies hilt Anpassungsmoglichkeiten offen, wie das Inte-
grieren eines KI-Modells bereits auf dem in der Kamera
integrierten Rechner. Die Kamera ist an der Hallendecke
in ca. 6, Sm Hohe installiert und in Vogelperspektive nach
unten auf den angelieferten Biomiill ausgerichtet (vgl. Abb.
1). Aufgrund der vorgegebenen Entfernung wurde ein Off-
nungswinkel von 90 Grad gewihlt. Mit der Auflosung von
SMP (2560px x 1920px) entspricht 1 Pixel ungefihr 4mm
(Kantenlidnge). Somit kdnnen Objekte ab einer Grofle von
40mm x 40mm = 10px x 10px erkannt werden. Um ent-
sprechend der BioAbfV Verunreinigungen ab einer Grofe
von 20mm X 20mm zu erkennen, wird eine Auflosung von
mindestens 5000px X 3500px = 17, 5M P benotigt und im
weiteren Projektverlauf auch geupgraded, da mit dem Bild-
bereich eine Flache von 7m x 10m abgedeckt wird. Wichtig
fiir eine gute Bildqualitit ist auBerdem die Belichtung des Bildes. Da auch die Lichtquellen
6, 5m vom Biomiill entfernt angebracht sind, wird eine relativ lange Belichtungszeit beno-
tigt. Da das Bild allerdings iiberwiegend unbewegt ist, konnte dies problemlos realisiert
werden. Die Kamera nimmt alle 30 Sekunden ein Bild auf und speichert dieses, wenn
die Pixeldifferenz zum vorherigen Bild groB genug ist. Uber eine Verbindung mit einem
LTE-Router werden die relevanten Bilder kontinuierlich in der Cloud gespeichert.

Abb. 1: Kameraanbringung
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3.2 Datengewinnung und -vorbereitung

Die Grundlage fiir die Entwicklung eines leistungsfihigen Modells bildet ein eigenstindig
aufgebauter Datensatz. Dieser Abschnitt beschreibt die Annotation der Bilddaten sowie die
Auswahl eines geeigneten Werkzeugs zur Erstellung der Trainingsdaten.

Die Bilder fiir das Modelltraining werden durch eigene Aufnahmen von Bioabfallhaufen
in einer Kompostierungsanlage erzeugt. Dabei werden die Bioabfallladungen als Haufen
aus der Vogelperspektive fotografiert. Ziel des Labelings ist es, nicht nur die Storstoffe
als Ganzes zu erkennen, sondern jedes Objekt innerhalb eines Haufens prézise und als
individuelle Instanz zu identifizieren. Da sich die Storstoffe in Form, Farbe und Grofle
stark unterscheiden und haufig teilweise verdeckt oder mit organischem Material vermischt
sind, wird eine Bildqualitdt bendtigt, die die Erkennung von kleinen Storstoffen und
eine eindeutige Klassifizierung ermoglicht. Wichtig ist auch, dass die Bilder fiir den
Trainingsdatensatz bestimmte Anforderungen erfiillen. So werden ausschlielich Bilder
in das Training aufgenommen, in denen der gesamte zu analysierende Bioabfallhaufen
abgebildet wurde. Ein weiteres Ausschlusskriterium sind Aufnahmen mit iiberbelichteten
Bildteilen aufgrund eines starken Lichteinfalls von der Sonne in der Aufnahmehalle.

Die Bilder wurden noch vor der SMP-Kamera in einer Auflésung von 1920px x 1080px
aufgenommen. Diese Auflosung erwies sich in der initialen Phase als praktikabel, stellte
jedoch insbesondere bei der Erkennung von kleinen Objekten eine Herausforderung dar.
Doch auch groBere Storstoffe konnten bei schlechter Beleuchtung oder verschwommenen
Aufnahmen nicht immer zuverléssig klassifiziert werden. Zur Annotation der Bilddaten wird
das Tool Roboflow verwendet, welches prizise Masken fiir die Instance-Segmentierung
und verschiedene Exportformate (z. B. COCO JSON, YOLO) unterstiitzt. Fiir das erste
Trainingsset werden 80 Bilder manuell gelabelt und teilweise gespiegelt dupliziert. Insgesamt
umfasst der erste Datensatz 150 Bilder. Diese Phase konzentriert sich auf eine grobe
Klassifizierung der erkennbaren Storstoffe. Hierfiir werden folgende Klassen definiert:
Glas, Kunststoff, Metall und Papiertiiten. Diese Auswahl basiert auf der Relevanz fiir
Recyclingprozesse und der Sichtbarkeit der Objekte im Bildmaterial. Aufféllig ist der
iiberwiegende Anteil von Kunststoff in den annotierten Bildern im Vergleich zu anderen
Storstoffklassen.

Storstoff Storstoffanzahl | Prozentualer Anteil
Glas 1 0,10989 %
Kunststoff 788 86,59341 %
Metall 7 0,76923 %
Papiertiiten 114 12,52747 %

Tab. 1: Anteile der Storstoffklassen im ersten Datensatz

Die Annotation erfolgt durch die manuelle Maskierung jeder Fremdstoff-Instanz, wobei
insbesondere kleine und halbtransparente Objekte (z. B. Reste von zerrissenen Plastiktiiten)
eine erhohte Herausforderung darstellen. Besonders in Aufnahmen mit niedriger Bildqualitét
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ist es schwierig, feine Details wie zerbrochene Glasstiicke oder diinne Folien zu erkennen
und korrekt zu markieren. Durch den Wechsel auf eine hohere Auflosung konnen diese
Einschriankungen teilweise kompensiert werden. In der folgenden Abbildung 2 ist anhand
der Nahaufnahmen zweier Haufen erkennbar, wie die Verbesserung der Bildqualitét eine
Sicherheit in der Klassifizierung von Storstoffen gewihrt.

o Bre s

Abb. 2: Unterschiede in der Bildqualitit bei verbesserter Auflosung

Mit der Einfiihrung von Bildern mit hoherer Auflosung (2048px X 1536px aus der SMP-
Kamera) konnen auch kleinere oder schlecht sichtbare Storstoffe besser annotiert werden.
Zudem wird erkannt, dass eine feiner abgestufte Klassifikation notwendig ist, um eine hohere
Genauigkeit des Modells zu erreichen. Folgend wird die Klasse Kunststoff in zwei separate
Klassen unterteilt. In die Klassen Kunststoff und Bioabfalltiiten. Letztere sind nun genauer
im Bildmaterial zu erkennen und nach § 2 der BioAbfV auch als Fremdstoff-Objekte im
Biomiill einzuordnen. Weitere ergénzende Klassen werden eingefiihrt, um eine realitétsnahe
Abbildung der tatsdchlichen Miillzusammensetzung zu ermdglichen. So auch die Klasse
Miillhaufen fiir die Hintergrundsegmentierung, aber auch die Klassen Unbekannter Storstoff
und Unbekanntes Material. Diese erweiterten Kategorien tragen dazu bei, das Modell auch
in Fillen zu stabilisieren, in denen die Objekte nicht eindeutig eingeordnet werden kdnnen.

3.3 Modelling

Das Projekt setzt zur Segmentierung von Storstoffen in Biomiillhaufen auf das YOLACT-
Modell (You Only Look At Coeflicients). Diese Wahl begriindet sich aus mehreren
entscheidenden Faktoren, die sowohl mit der Architektur des Modells als auch mit den
spezifischen Anforderungen unseres Anwendungsfalls einher gehen [BZ+19].

YOLACT ist ein frameweises, voll-konvolutionales Modell, das Echtzeit-Segmentierung
ermoglicht. Die Architektur basiert auf einem Backbone-Netzwerk (in diesem Fall ResNet-
50), welches tiefgehende Merkmalsrepriasentationen extrahiert [HZ+16]. Darauf aufbauend
generiert ein Protonet eine Reihe von Prototypen, die mit Detektionsboxen kombiniert
werden, um finale Segmentierungsmasken zu erstellen [BZ+19]. Die Schwerpunkte des
Modells liegen zum einen in der hoheren Effizienz gegeniiber zweistufigen Architekturen
wie dem Mask R-CNN, da keine Region-Proposal-Phase bendtigt wird und zum anderen in
der Flexibilitét, da durch die Trennung von Prototypen- und Koordinaten-Detektion das
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Modell fiir verschiedene Anwendungsbereiche geeignet ist, ohne dass aufwendige Architek-
turmodifikationen erforderlich sind [HZ+16]. Dariiber hinaus erzielt das YOLACT eine
entsprechend solide Segmentierungsleistung, die fiir unseren Anwendungsfall entscheidend
ist. Diese Anforderung ergibt sich aus der spiteren Flachenanteilsschitzung der Storstofte
anhand der Segmentierung. Es kommt hinzu, dass eine effiziente und robuste Unterschei-
dung von Storstoffen in Biomiillhaufen vollzogen werden muss, weshalb schlussendlich das
YOLACT einen guten Kompromiss zwischen Rechenaufwand und Genauigkeit darstellt
[CT+23].

Die Bilder in unserem Datensatz weisen eine hohe Auflosung auf, wodurch das Modell-
training mit den vollstindigen Bildern erheblich erschwert wird. Das Tiling, also das
Zuschneiden der Bilder in kleinere Segmente, bringt hierbei mehrere Vorteile. Zum einen
reduziert sich die Modellgrofe und damit die Rechenzeit, wodurch GPU-Ressourcen gespart
und Speicheranforderungen verringert werden kénnen [HZ+17]. Zum anderen ergeben
sich bessere Augmentierungsmoglichkeiten, da gingige Methoden nun auf jeden einzelnen
Bildausschnitt separat durchgefiihrt werden konnen. Augmentation erzeugt Datenvielfalt,
sodass das Modell relevante Merkmale auch unter wechselnden Bedingungen sicher erkennt.
Hiermit kann eine hohere Robustheit und eine bessere Generalisierungsfihigkeit des Mo-
dells sichergestellt werden [SK19]. Ermoglicht wird das Tiling durch die Eigenschaft der
Daten, da in der Anwendung der Gesamtzusammenhang des Bildes nicht relevant ist und
die Storstoffe somit in isolierten Bildausschnitten erkannt werden konnen. Dies begiinstigt
das Tiling-Verfahren (sh. Abb. 3) ohne wesentliche Informationsverluste.

1536 4

J M
2048 512

Abb. 3: Aufteilen eines Vollbildes in Einzelsegmente (Tiles)

Da das YOLACT standardméBig mit einer Eingangsauflosung von 512px X 512px trainiert
wurde, ergibt sich eine natiirliche Anpassung an die gewéhlte Tiling-Strategie. Das Modell
wurde mit diesen zerschnittenen Bildausschnitten trainiert, wobei die Annotationen entspre-
chend angepasst wurden, um die neuen Koordinaten der Objekte korrekt abzubilden. Dies
verhindert Verzerrungen und stellt sicher, dass die Netzwerkeingabe mit dem Pretraining des
Modells iibereinstimmt. Ein Training mit deutlich groeren oder kleineren Eingangsgrofien
konnte dagegen zu suboptimalen Ergebnissen fiihren, da das Modell auf eine spezifische
Patch-GroBe optimiert ist [BZ+19].

Fiir die Inferenz in YOLACT wird jedes Bild zunichst in kleinere Tiles (Bereiche) unterteilt,
die einzeln analysiert werden. Jedes Tile wird unabhingig voneinander verarbeitet, wobei
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Muellhaufen:

Abb. 4: Inferenz eines Tiles und Zusammenfiihrung der Einzelinferenzen (nur Miillhaufenklasse)

fiir jedes Tile Instanzmasken und Klassenzuweisungen berechnet werden. Das endgiiltige
Segmentierungsergebnis fiir das gesamte Bild ergibt sich dann aus der Summe der erkannten
Objekte in allen Tiles. Das bedeutet, dass die gesamte Fldche fiir jede erkannte Klasse im
Bild die Summe der Flidchen der Objekte in den einzelnen Tiles ist (vgl. Abb. 4). Durch
diese Technik kann die Segmentierung schneller und ressourcenschonender durchgefiihrt
werden, da das Bild in handhabbare Teile zerlegt wird. Eine Uberlappung der Tiles ist nicht
notig, da die Objektflache beim Zusammenfiihren vollstidndig erfasst wird.

Durch die Kombination von YOLACTs effizienter Architektur mit einem gezielten Tiling-
Ansatz konnte ein leistungsfihiges Modell zur Segmentierung von Storstoffen im Biomiill
entwickelt werden, welches sich in den folgenden Ergebnissen erkennen lasst.

4 Bisherige Ergebnisse

In den Ergebnissen wird der Fokus auf die Effizienz des Modells sowie die Segmentie-
rungsleistung gesetzt. Zunichst wird die Inferenzdauer des YOLACT betrachtet. Bei einer
Gesamtzeit von 18, 38ms pro Bild stellt sich unser Modell als besonders schnell heraus
(vgl. Tab.: 2). Im Vergleich dazu bendtigen andere gingige Modelle fiir dhnliche Aufgaben
deutlich ldnger, was die Effizienz und Anwendbarkeit von YOLACT in Echtzeitszenarien
unterstreicht. Beispielsweise erzielt das Mask R-CNN auf einer vergleichbaren Hardware
Inferenzzeiten von iiber 450ms pro Bild [Jo19]. Dies wurde ermoglicht, indem statt der
urspriinglichen Bildauflosung von 2048px X 1536px die Auflosung auf 512px X 512px
reduziert und die Bildverarbeitung durch Tiling optimiert wurde. Insgesamt sind in diesem
konkreten Fall 12 Durchldufe notig mit einer sich ergebenden Gesamtzeit von circa 220ms.
Die Gesamtzeit dieses Modells liegt dabei sogar unter der des Mask R-CNNgs fiir nur ein
Bild. Im Gegensatz dazu bewies sich das YOLO v8 und YOLO v11 mit Zeiten unter 8ms
[Jo24].

“\,o\xﬁ N ©
Task B i° 10 pre Total
Time (ms) 6.065 0.452 0.278 1.50 6.986 3.099 18.380

s
o
(\Y\ N Z\ec‘ Omzf

Tab. 2: Benchmark: Inferenz
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Ein weiterer wichtiger Aspekt der Ergebnisse ist die Analyse des Verlustverlaufs, die in
Abbildung 5 (links) dargestellt ist. Der Verlust fiir alle Kategorien zeigt einen kontinuierlichen
Abfall im Verlauf des Trainings. Dies deutet auf eine effektive Modellanpassung hin, die
darauf abzielt, die Segmentierungsergebnisse zu optimieren.

Training Losses Validation mAP

o 5 10 15 20

Abb. 5: Verlust und mAP

Wihrend der Validierung wurde der mAP bei Schwellenwerten von 50, 75 und insgesamt
ermittelt — ein zentraler Leistungsindikator fiir Prédzision und Vollstidndigkeit der Segmen-
tierung. Der steigende Verlauf (vgl. Abb. 5) zeigt, dass das Modell zunehmend robuster
gegeniiber verschiedenen Storstoffkategorien wird. Aktuell liegt der mAP bei 21%, mit
dem Ziel, ihn durch weitere Optimierung auf etwa 40% zu steigern. Die in Abbildung 5
gezeigten Punkte beziehen sich auf den Test-Datensatz; weiterfiihrende Ergebnisse folgen
im Workshop.

5 Fazit und Ausblick

Fiir das Projekt wurden Bilddaten per installierter Kamera erfasst und iiber eine Cloudlosung
bereitgestellt. Die Datenaufbereitung und das Labeling erfolgten mit Roboflow, ergénzt
durch Augmentation und ein eigens entwickeltes Tiling-Verfahren. Anschliefend wurde das
Modell trainiert und umfassend evaluiert.

Zusammenfassend bestitigen die Ergebnisse, dass das YOLACT-Modell fiir die Segmen-
tierung von Storstoffen im Biomiill sowohl schnell als auch prizise ist. Die Effizienz des
Modells, gepaart mit einem stabilen mAP-Verlauf, belegt die Eignung von YOLACT fiir
Anwendungen im Bereich der Abfallanalyse und -klassifikation.

Dennoch werden Prizision und Generalisierungsfahigkeit durch die geringe Menge an
Daten eingeschrinkt. Dies impliziert die Notwendigkeit der Datensatzausdehnung, sowie
eine Ausdehnung der Représentation einzelner Klassen fiir weiteres Training. Zudem liefern
die Inferenzzeiten des YOLO v8 und v11 einen Denkanstof fiir einen Modellvergleich fiir
diesen konkreten Anwendungsfall. Dariiber hinaus stellt sich die Frage nach der Erken-
nungsgenauigkeit von kleinen Storstoffen und der Notwendigkeit einer hoheren Auflosung,
die im Projektverlauf bereits von 1920px x 1080px auf 2048px x 1536px erhoht wurde.
Gefordert durch: BMBF im Projekt DATIpilot (Férderkennzeichen: 03DPS1130A).
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